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Identifying climate impacts on ecosystems and their components requires observing time series of sufficient length to ensure 
adequate statistical power and reasonable coverage of the historical range of variability inherent in the system. The complexity of 
the hierarchy of climate effects reflected in temporal patterns in time series creates a need to be accurately modeled. The life cycle 
phenomena of living organisms, including fish spawning, have the character of one-time or time-limited events in time. 
An approach to finding the relationship between continuous components of time dynamics of environment properties and life 
cycle events of living organisms was proposed. This approach allowed us to evaluate the role of temperature patterns in the phe-
nology of spawning rudd (Scardinus erythrophthalmus Linnaeus, 1758) in the Dnipro River basin water bodies. The atmospheric 
temperature time series may be decomposed into the following components: trend, annual cycle, episodic component, harmonic 
component, extreme events, and noise. Systematically low water temperatures at the beginning of the spawning period were ob-
served in the Protoka River system and the Obukhov floodplain, and systematically elevated temperatures were recorded in the 
Dnipro River. The annual temperature dynamics was shown to be presented as a composition of oscillatory processes of different 
scale levels. The sinusoidal trend was previously extracted from the temperature series data. The average annual temperature, 
amplitude, and phase shift were calculated on the basis of the sinusoidal regression model. The residuals of the sinusoidal trend 
were processed by means of redundancy analysis with variables derived from symmetric distance-based Moran’s eigenvector 
maps as explanatory predictors. A set of 104 orthogonal dbMEM variables was extracted from the annual time series. These tem-
poral variables were divided into the broad-, medium-, and fine-scale components. The parameters of temperature dynamics and 
biotope type are able to explain 51–72% of variability of spawning event. The time of spawning in water bodies corresponds to the 
time of spawning start: the earlier spawning starts, the earlier it ends. The duration of the spawning season is influenced by the 
patterns of different scale levels, as well as the amplitude and shift of phases. In this case, the duration of spawning in all water 
bodies does not differ. Spawning temperature depends on medium- and fine-scale temperature patterns, but does not depend on the 
characteristics of the sinusoidal annual trend. The annual temperature variation has been shown to be such that it can be decom-
posed into a sinusoidal trend, patterns of a multiscale nature, and a random fraction. Over the time range studied, the trend of in-
creasing mean annual temperature was not statistically significant for spawning events. The sinusoidal trend explains 78.3–87.6% 
of the temperature variations and depends on the mean annual temperature, the amplitude of temperature variations during the 
year, and the earlier or later seasons of the year. Amplitude and phase shift play a role in describing spawning phenology. The 
residuals of the sinusoidal trend have been explained using dbMEM variables. This variation was decomposed into large-scale, 
medium-scale, and small-scale components. Winter and spring temperature fluctuations prior to spawning initiation had the great-
est effect on spawning. Water temperature determines the lower possible limit for the start of spawning, but the actual start of 
spawning is determined by the preceding temperature dynamics. The results of the study have implications for understanding the 
dynamics of fish populations and assessing the influence of environmental conditions on the harmonization of the various compo-
nents of ecosystems.  

Keywords: temporal pattern; phenology; climate change; oscilation dynamic; hierahy; temporal scales; biological rhythm.  

Introduction  
 

A complex system such as an ecosystem can be decomposed into 
structural patterns and processing mechanisms that can be defined over a 
specific range of spatial and temporal scales (Allen et al., 2014). Small-
scale observations are an essential way to study ecosystem dynamics 
(Cooper et al., 1998). The hierarchical structure of the ecological system 
reveals the fact that the patterns manifest themselves at the fixed scale, 

while the mechanism underlying this pattern acts at the different scales of 
space and time (Levin, 1992). That is why it is very important to under-
stand how the patterns and changes observed at finer scales are reflected 
by those that occur at broader spatiotemporal scales. In an analogous way, 
it is important to understand how broad-scale processes correspond to the 
fine-scale phenomena (Scheffer & Van Nes, 2007; Nash et al., 2014). 
Every organism is an “observer” of the environment’s hierarchical struc-
ture, and the life history adaptations alter the perceptual scales of the spe-
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cies, and the observed environment heterogeneity (Levin, 1992). Climatic 
variability is increasingly considered to be a major structural factor affect-
ing function and productivity in ecosystems (McGowan et al., 1998; Cha-
vez et al., 2003; Avtaeva et al., 2021). The temperature of the water envi-
ronment is a crucial driver of fish life cycle events (Brett, 1979; Herzig & 
Winkler, 1986; Jobling, 2003). The reproduction of many fish species is 
mainly controlled by temperature (Billard et al., 1978). Temperature af-
fects the sex determination, gametogenesis dynamics, gametes’ quality, 
fertility, age, sexual maturity and the duration of the reproductive season 
(Breton et al., 1980; Billard, 1986; Jafri, 1989; Sandstrom et al., 1995; 
Alavi & Cosson, 2005; Lahnsteiner & Mansour, 2012; Domagała et al., 
2013). The changes in fish spawning time may be indicators of climate 
change (Schneider et al., 2010). The increased temperatures due to  global 
warming are stimulating earlier spawning time for some fish species 
(Nõges & Järvet, 2005).  

Identifying climatic impacts on ecosystems and their components re-
quires observing time series of sufficient length to ensure adequate statis-
tical power and reasonable coverage of the historical range of variability 
inherent in the system (Black et al., 2010). Statistical analysis of available 
time series showed the variation in distribution and abundance of fish 
species correlated with environmental variables (Weijerman et al., 2005). 
Species that significantly respond to recent increases in water temperature 
with shifts in range boundaries have faster life cycles and smaller body 
sizes (Perry et al., 2005). The complexityof the hierarchy of climate effects 
reflected in temporal patterns in time series creates a need to be accurately 
modeled (Kodba et al., 2005; Gao et al., 2011, 2012). The principal coor-
dinates of neighbour matrix (PCNM) approach may be used for time 
series modelling by means of redundancy analysis, which is a form of 
canonical ordination (Angeler et al., 2009; Garcia et al., 2012). In the 
PCNM-approach a distance matrix converted from temporal coordinates 
is decomposed into the sinusoid components with different frequencies 
(Angeler et al., 2009). Due to redundancy analysis with PCNM-functions 
as explanation variables the relevant temporal patterns may be extracted 
and their explanatory strength may be evaluated (Borcard & Legendre, 
2002). The PCNM-based approach was modified into distance-based 
Moran’s eigenvector maps (MEM) (Dray et al., 2006), which are more 
robust in manipulating correlation structures and allow one to explain a 
higher proportion of variation compared to the original PCNM approach 
(Dray et al., 2006). The degree of fish community niche overlapping was 
revealed to be dependent on the broad-, medium-, and fine-scale patterns 
of the temperature variation derived due to MEM-procedure (Zhukov 
et al., 2019).  

Thus, existing statistical techniques allow decomposition of time se-
ries of ecological variables. It should be noted that life cycle phenomena of 
living organisms, including fish spawning, have the character of one-time 
or time-limited events in time. And by definition, the time of occurrence of 
the same type of events is constantly changing year on year and in this 
situation it is not clear with what aspect of the environment properties to 
compare these biological events. Therefore, the question of how to find a 
relationship between continuous components of time dynamics of envi-
ronment properties and life cycle events of living organisms, remains 
unsolved.  

We propose the following hypotheses. 1. The annual temperature dy-
namics can be presented as a composition of oscillatory processes of diffe-
rent scale levels. 2. Temperature patterns of different scale levels may act 
as predictors of fish spawning events. Thus, the purpose of our study is to 
evaluate the role of temperature patterns in the phenology of spawning 
rudd (Scardinus erythrophthalmus Linnaeus, 1758) in the Dnipro River 
basin water bodies.  
 
Materials and methods  
 

The native range of S. erythrophthalmus covers water bodies of Eu-
rope and Central Asia in the basins of the North, Baltic, Black, Caspian 
and Aral Seas (Berg, 1949). Scardinus erythrophthalmus inhabits a diver-
sity of freshwater habitats, including oligotrophic lakes, lowland lakes, 
reservoirs, ponds, large rivers and streams (Kennedy & Fitzmaurice, 1974; 
Rheinberger et al., 1987). Spawning properties of this species depend on a 
number of factors. Sexual maturity reaches 2–3 years (Kennedy & Fitz-

maurice, 1974) or 4 years of age (Boznak, 2008). The optimal age for 
spawning in males was 4 years and females 5 years (Patimar et al., 2010). 
In Ireland, S. erythrophthalmus spawn mainly from late May to early July, 
typically close to the shore (Kennedy & Fitzmaurice, 1974). In Poland 
S. erythrophthalmus begins to spawn when the water temperature reaches 
14 °C in April, the spawning going on until June (Korzelecka & Winni-
cki, 1998). In colder areas of Poland, the spawning takes place from June 
until mid-July (Stehlik, 1968). In a lagoon located in the south-west of the 
Caspian Sea (Iran), this species spawned from mid April to the end of 
May, with a peak of spawning in mid-May (Patimar et al., 2010). In Tur-
key the spawning period for rudd occurs from early May to late June (Tar-
kan, 2006). The duration and timing of spawning is very diverse: in the 
conditions of the Dnipro Reservoir (Ukraine), spawning takes place in 
May–June (Bulakhov et al., 2008), in areas with more extreme climatic 
conditions (Syktyvkar, Russia) – from early June to early July (Boznak, 
2008). In lakes in Catalonia (Spain), spawning takes place from mid May 
to mid August (Vila-Gispert & Moreno-Amich, 2000). In the UK, spaw-
ning of S. erythrophthalmus occurs at water temperatures between 14 °C 
and 23.5 °C, usually from late May to July (Kottelat & Freyhof, 2007). 
In the Dvina River basin, spawning occurs at temperatures above 11 ºC 
(Boznak, 2008). In Greece spawning begins at temperatures above 10 ºC 
(Papageorgiou & Neophytou, 1982). In the waters of Dagestan spawning 
occurs at temperatures 18–20 ºC (Shikhshabekov, 1979). In the Marmara 
region (Northwest Turkey) spawning occurs at temperatures 17.5–
23.5 ºC. After spawning there is a 6-month quiescent period. A rapid 
growth of the gonads takes place during the period March–May. The ova-
ries of females were found to be developing from February to May. Males 
showed the same patterns as the females in terms of the maturity stages 
(Tarkan, 2006).  

Temperature has a direct effect on the S. erythrophthalmus metabo-
lism. The temperature below which the rudd has insufficient metabolic 
activity to produce growth is about 13 ºC (Zerunian et al., 1986). The rudd 
was shown experimentally to consume readily plant matter at water tem-
peratures above 20 °C and avoids its consumption at temperatures below 
20 °C. The field data indicate that in vivo  plant matter dominates the rudd 
diets in summer and is absent in spring (Vejříková et al., 2016).  

The materials that formed the basis of this research were collected 
from the waters of the “Dnipro-Orilskiy” Nature Reserve in the years 
1997–2018. To obtain data on the characteristics and intensity of fish 
spawning we made visual observation and conducted planned survey 
routes through spawning grounds with stops every 20, 50, 100 m to check 
the vegetation and presence of fish eggs. If roe was found, the place of its 
location was described in detail. We noted the name of the water body, 
depth, water temperature, time of day, type of vegetation and richness of 
the spawning (Bondarev et al., 2022). As the spawning events the follow-
ing observations were recorded : date of spawning start, date of spawning 
end, duration of spawning (per day), water temperature in the water body 
at the time of spawning start.  

Information about fish spawning was collected in the following loca-
tions (Fig. 1).  

The Nikolaev system of water bodies is a floodplain system, located 
in the narrowest part of the floodplain terraces. The pools extend in a 
narrow strip alongside the Dnipro River. The maximum distance from the 
Dnipro is about 300–1000 m. The reservoir system is characterized by 
high flow and water level difference during the day, depending on the 
reservoir operation conditions. The shallow waters (coastal zone) are mini-
mal in area. The maximum depth is 5.6 m.  

The Protoch River system and Obukhov floodplain is a shallow water 
system, which is the remnants of the lower part of the perforated stream, 
which united the Dnipro with the old course of the Orel. Most of the water 
bodies have a low current. The water regime of the Protoch system and 
the Obukhov floodplain is significantly influenced by the reservoir’s water 
regime. The water bodies are characterized by significant silting (in some 
places, sludge thickness reaches 0.6–1.0 m) and growth of higher aquatic 
vegetation. The system is connected to the Dnipro and the estuary of the 
Oril by narrow streams. The largest distance between the Dnipro and the 
Oril at this section is about 2 km.  

The channel of the Dnipro includes the territory of the Upper Dnipro 
Reservoir, which partially has a river regime. The study area is located 
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along the left bank of the Dnipro. The habitats are characterised by a high 
level of water level change and sand mass movement due to the active 
formation of the channel process at the reservoir site. The water depth 
varies between 2–7 m.  

  
Fig. 1. Map of the “Dnipro-Orilskiy” Nature Reserve and spawning  

locations: I – Nikolaev system of water bodies; II –Protoch River  
system and Obukhov floodplain; III – the channel of the Dnipro  

River; IV – water bodies of the Taromske ledge  

The water bodies of the Taromske ledge compose a floodwater sys-
tem located in the lower part of floodplain terraces. All the lakes are sepa-
rated from the Dnipro river bed by a sand belt and are connected by many 
channels directly linked to the Dnipro bed. Most of the lakes have a signif-
icant littoral zone, which is actively covered by higher aquatic vegetation. 
Depths vary between 1–10 m. Water is exchanged through the operation 
of the reservoir and spring floods. The maximum distance of these water 
bodies from the Dnipro is about two kilometers. At present, the ponds of 
this area are actively swamped and silted due to the unbalanced operation 
of the reservoir. In some areas, the thickness of silt reaches 0.3–0.7 m.  

We used the data from the meteorological observatory of the city 
Dnipro. Meteorological data were obtained from the National Climatic 
Data Center (www.ncdc.noaa.gov) using the rnoaa package (Koshelev 
et al., 2021). In our work the time series of temperature from July 1 of the 
previous year to June 30 of the flow year (or June 29 of the flow high 
year) were considered as predictors of spawning events. In total, the dura-
tion of the time series was 365 days.  

The atmospheric temperature time series may be decomposed into 
the following components: trend, annual cycle, episodic component, har-
monic component, extreme events, and noise (Vislocky & Fritsch, 1995). 
A time series of one year duration includes only one annual cycle, so the 
linear trend is not represented in it. The MEM-approach requires detren-
ding of the data to remove trends prior to analysis (Legendre & Legendre, 
2012; Blanchet et al., 2013; Baho et al., 2015). To do this the sinusoidal 
trend was previously extracted from the temperature data (Fig. 2):  

Temperature = a0 + accos(2π Time/365)+ assin(2π Time/365),  
where Temperature is the fitted temperature value, Time is the number of 
days from 1 July of the previous year to June 30 of the current year. 
The amplitude of the sinusoidal process is �𝑎𝑎𝑐𝑐2 + 𝑎𝑎𝑠𝑠2, and phase shift is 
atan(𝑎𝑎𝑠𝑠/𝑎𝑎𝑐𝑐).  

To summarize relationships among the residuals of the sinusoidal 
trend of the annual time series and dbMEM-variables, a redundancy ana-
lysis (RDA) was performed. RDA is a form of canonical ordination in 
which axes were restricted to linear combinations of the environmental 
variables (Borcard & Legendre, 2002; Legendre & Legendre, 2012). 
Symmetric distance-based Moran’s eigenvector maps’ analyses (MEM) 
(Dray et al., 2006a) were carried out to extract a set of orthogonal temporal 
variables (dbMEM-variables) that are derived from the time vector com-
prised of 360 time steps from July 1 of the previous year to June 30 of the 
current year. dbMEM-variables can be used as explanatory variables to 
model temporal patterns of the temperature courses. In MEM all variables 
depict sine-wave patterns (Legendre & Legendre, 2012). These extracted 
temporal variables are then used as explanatory variables in the time series 
models based on redundancy analysis (RDA). dbMEM-variables are 
linearly combined in the RDA models to extract temporal structures from 
the temperature time series. The significant RDA axes were tested through 
permutation tests. These RDA axes are independent from each other. 

The R software generates linear combination (lc) score which present the 
modelled temporal patterns that are associated with each RDA axis. 
The general linear models were used to test the significance of temepara-
ture pattern effects on timing of spawning events.  

  
Fig. 2. Sinusoidal trend extracted from the temperature data:  

a – an annual course of the temperature, b – and residuals of the sinusoidal 
trend line, the abscissa axis is the number of days from 1 July of the pre-
vious year to June 31 of the current year, the ordinate axis is the tempera-
ture for the 1998 as example (a) and the residuals of the sinusoidal trend 

line (b), red line indicates the graph of the sinusoidal trend line which was 
fitted by the following equation: Temperature = a0 + a1cos(2π Time/365)+ 

a2sin(2π Time/365), where Temperature is the fitted temperature value, 
Time is the number of days from 1 July of the previous year  

to June 30 of the current year  

Statistical analyses were carried out in R 3.5.2 (R Development Core 
Team, 2018) using the following packages: vegan (v. 2.5-2, 
https://CRAN.R-project.org/package=vegan) for the multivariate analysis, 
adespatial (v. 0.3-2. https://CRAN.R-project.org/package=adespatial) for 
the forward selection and for the generation of temporal filters.  
 
Results  
 

Sinusoidal trend of temperature time series. The sinusoidal compo-
nent of the temperature time series is described by a regression with three 
parameters: the intercept of the regression equation, the coefficient of the 
cosine term of the regression equation, and the coefficient of the sine term 
of the regression equation (Fig. 3). The sinusoidal model is able to explain 
78.3–87.6% of the annual temperature variation (Fig. 3a). The intersection 
represents the average annual air temperature in the study area. It is 9.5 ± 
0.093 ºC and is in the range of 7.9–11.1 ºC. The mean annual temperature 
in the study area correlates with the order of years (r = 0.41, P < 0.001, 
Fig. 3b).  

Average annual temperature is linked to the consequence of the years 
of linear regression:  

Ta = 8.7 ± 0.36 + 0.0574 ± 0.028 Y,  
where Ta – average annual temperature (ºC), Y – the order of the years 
from 1 – 1997, 2 – 1998, …, 22 – 2018. The P-value for coefficient of the 
slope term of the linear regression equation is 0.03 which reveals that this 
term is statistically significantly different from zero. Our results confirm a 
warming trend over the years 1997–2018. Neither the annual temperature 
amplitude (Fig. 3c) nor phase shift (Fig. 3d) calculated on the basis of the 
sinusoidal regression model correlates significantly with the order of years 
(r = 0.27, P = 0.25 and r = 0.20, P = 0.39 respectively).  

Multiscale decomposition of the trend residuals. A set of 104 ortho-
gonal dbMEM variables were extracted from the annual time series. 
These temporal variables are able to explain 72.7% (F = 10.4, P < 0.001) 
variation of the sinusoidal trend residuals. The scalogram exhibits the con-
tribution into the variation explined by each dbMEM variable separately 
(Fig. 4). The first 18 dbMEM-variables were considered as a broad-scale 
component of the temperature variation. These variables explain 32.9% of 
total variation of the sinusoidal trend residuals (F = 10.9, P < 0.001). 
dbMEM-variables 19–40 were regarded as denoting the meso-scale com-
ponent of the temperature variation. These variables explain 19.2% of total 
variation of the sinusoidal trend residuals (F = 4.9, P < 0.001). dbMEM-
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variables 41–74 were regarded as denoting the fine-scale component of 
the temperature variation. These variables explain 5.8% of total variation 
of the sinusoidal trend residuals (F = 1.65, P < 0.001).  

a  

b  

c  

d  

Fig. 3. The temporal dynamic of the sinusoidal trend parameters of the 
temperature annual course: a – the ordinate axis is the R2adj of sinusoidal 
regression model, b – the intercept of the regression equation or average 
annual temperature, ºC (B), c – the amplitude of the sinusoidal trend, d – 
and the phase shift of the sinusoidal trend, the abscissa axis is the order of 
years within the period 1998–2018: 1 – 1998, 2 – 1999, …, 21 – 2018  

  
Fig. 4. Scalogram demonstrating the scaling of temporally structured 

variation in sinusoidal trend residuals data, the abscissa axis is the 
dbMEMs ordered decreasingly according to the scale of temporal patterns 
they represent (dbMEMs 1–18 represent the broad scale, dbMEMs 19–40 
represent the medium scale and dbMEMs 41–74 represent the fine scale), 

the ordinate axis is the value of R2adj which is the variation explained  
by individual dbMEM variables  

Constrained RDA of the sinusoidal trend residuals with broad-scale 
variables as predictors revealed three RDA-axes, which reflect the broad-
scale patterns of annual temperature deviations from the typical tempera-
ture trend (Fig. 5). All three RDA-axes indicate the presence of abrupt 
temperature changes in a short time in winter. A sharp change in tempera-
ture manifests itself in cooling during 10–15 days (in case of positive axis 
value) or warming (in case of negative axis value). The differences bet-
ween the axes are in what period of winter sharp changes in temperature 
occur. Broad-scale RDAb 1 is sensitive to changes in January, broad-scale 
RDAb 2 – in February and broad-scale RDAb 3 – in December.  

The examination of the RDAb 1 values dynamics during the period 
of studies indicates that a sharp cold snap in January was observed in 2006 
and 2012, and a sharp warming – in 2002 and 2009 (Fig. 6a). The dyna-
mics of RDAb 2 demonstrates a sharp cold snap in February in 2011 and 
2018 and a sharp warming in February 2010 (Fig. 6b). The dynamics of 
RDAb 3 shows a sharp cold snap in December 2003 and a sharp warming 

in December 1999 (Fig. 6c). Intermediate values of axes within amplitude 
indicate the degree of manifestation of corresponding paterns in other 
years.  

 
Fig. 5. The interannual dynamic of the scores of the broad-scale compo-
nents RDAb 1–3: a – the ordinate axis is the scores of the broad-scale 

components RDAb 1, b – RDAb 2, c – RDAb 3, the abscissa axis is the 
years within the period 1998–2018, the arrows show the moment  

when the temperature changes abruptly  

 
Fig. 6. The between annual dynamic of the scores of the broad-scale com-
ponents RDAb 1–3: a – the ordinate axis is the scores of the broad-scale 
components RDAb 1, b – RDAb 2, c – RDAb 3, the abscissa axis is the 

years within the period 1998–2018, the arrows show the moment  
when the temperature changes abruptly  

Constrained RDA of the sinusoidal trend residuals with meso-scale 
variables as predictors allowed us to extract three RDA-axis, which reflect 
the meso-scale patterns of annual temperature deviations from the sini-
soidal temperature trend (Fig. 7). These axes reflect the presence of winter 
temperature dynamics, the time range with two consecutive drastic tem-
perature changes. Meso-scale RDAm 1 indicates that this period takes 
place from mid-January to mid-February. Meso-scale RDAm 2 points out 
that this period is from December to mid-January. Meso-scale RDAm 3 
reveals that sharp consecutive changes in temperature occur in January.  

The dynamics of meso-scale RDAm 1 values suggest that two con-
secutive drastic temperature changes with two maximum and one mini-
mum from mid-January to mid-February took place in 2007 and 2014 
(Fig. 8a). In turn, in this period of the year the drastic temperature changes 
with one maximum and two minimum took place in 2006 (Fig. 8b). Ana-
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logous changes in the temperature regime in December to mid-January 
took place in 2001, 2017, and 2018, and in January they took place in 
2005 (Fig. 8c). We considered the most extreme examples. Axis values 
quantitatively characterize the degree of expression of the respective pat-
terns in a given year.  

 
Fig. 7. The inter annual dynamic of the scores of the medium-scale  
components RDAm 1–3: a – the ordinate axis is the scores of the  
broad-scale components RDAm 1, b – RDAm 2, c – RDAm 3,  

the abscissa axis is the years within the period 1998–2018, the arrows 
show the time range with two consecutive drastic temperature changes  

 
Fig. 8. The between annual dynamic of the scores of the medium-scale 

components RDAm 1–3: a – the ordinate axis is the scores of the  
broad-scale components RDAm 1, b – RDAm 2, c – RDAm 3, the  

abscissa axis is the years within the period 1998–2018, the arrows show  
the time range with two consecutive drastic temperature changes  

The fine-scale axes characterize periods of the high-frequency tem-
perature fluctuations that occur during a certain period of the season. Thus, 
RDAf 1 reflects the variability of the temperature regime in the period 
December-April (Fig. 9a), RDAf 2 – in November-May (Fig. 9b), RDAf 
3 – in September-November and January/February (Fig. 9b). The degree 
of quantitative manifestation of the corresponding patterns by years is 
shown in Figure 10.  

Effect of temperature variation on the S. erythrophthalmus spawning. 
Spawning of the S. erythrophthalmus began at 119–157 days of the year, 
ended at 139–157 days of the year (Table 1). The duration of spawning 
was 5–31 days. The temperature of water at the start of the spawning 
period was 14.0–18.4 °C. The distribution of spawning start time was 
symmetrical (Fig. 11). The distribution of spawning time was right-
skewed asymmetrical (skewness was –0.49 ± 0.26). The distribution of 
spawning time and water temperature at the start of spawning were left-
skewed asymmetrical (skewness was 0.60 ± 0.26 and 0.36 ± 0.26 respec-
tively). The kurtosis for all, except the duration of spawning time, was 
negative, indicating that the distributions were bimodal. The kurtosis of 
spawning time duration was positive which reveals that corresponding 
distribution has heavier tails compared to the normal distribution.  

 
Fig. 9. The inter annual dynamic of the scores of the fine-scale  

components RDAf 1–3: a – the ordinate axis is the scores of the broad-
scale components RDAf 1, b – RDAf 2, c – RDAf 3, the abscissa axis is 
the years within the period 1998–2018, the arrows show the time range 

with oscillating drastic temperature changes  

 
Fig. 10. The inter annual dynamic of the scores of the medium-scale  

components RDAm 1–3: a – the ordinate axis is the scores of the broad-
scale components RDAf 1, b – RDAf 2, c – RDAf 3, the abscissa axis is 
the years within the period 1998–2018, the arrows show the time range 

with oscillating drastic temperature changes  
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The parameters of temperature dynamics and biotope type are able to 
explain 51–72% of variability of spawning event characteristics of 
S. erythrophthalmus (Table 2). The start of spawning is statistically signi-
ficantly dependent on the broad-scale patterns (RDAb 2 and 3), medium-
scale pattern RDAm 2 and fine-scale pattern RDAf 2 of temperature. 
The greater the amplitude of annual temperature fluctuations, the later 
spawning occurs. Of the biotopes, the earliest spawning occurs in the 
water bodies of the Protoch River system and Obukhov floodplain, and 
the latest in the water bodies of the River Dnipro (Fig. 12). The timing of 
ending of the spawning season depends on medium- and fine-scale pat-
terns as well as phase shifts. The time of spawning in water bodies corres-
ponds to the time of spawning start: the earlier spawning starts, the earlier 
it ends. The duration of the spawning season is influenced by the patterns 
of different scale levels, as well as the amplitude and shift of phases. In this 
case, the duration of spawning in all water bodies does not differ. Spawn-
ing temperature depends on medium- and fine-scale temperature patterns, 
but does not depend on the characteristics of the sinusoidal annual trend. 
Systematically lower water temperature at the beginning of the spawning 

season was observed in the Protoch River system and Obukhov flood-
plain, and systematically higher – in the Dnipro River.  

Table 1  
Descriptive statistics of the spawning characteristics  
of Scardinius erythrophthalmus for the period 1997–2018 (N = 84)  

Spawning charac-
teristics 

Mean  ±   
SE Median Mini-

mum 
Maxi-
mum 

Skewness  
±  SE 

Kurtosis ± 
SE 

Start of  
spawning, day 

132.8 ± 
0.67 133 119 146 0.04 ± 

0.26 
–0.72 ± 

0.52 
End of  
spawning, day 

149.1 ± 
0.51 150 139 157 –0.49 ± 

0.26 
–0.54 ± 

0.52 
Duration  
of spawning, days 

16.3 ± 
0.51 16 5 31 0.60 ± 

0.26 
0.89 ± 
0.52 

Temperature of the 
water at the begin-
ning of spawning 

15.9 ± 
0.13 15.5 14.0 18.4 0.36 ± 

0.26 
–0.74 ± 

0.52 
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Fig. 11. Histogram of spawning characteristics: a – abscissa axis is the spawning start (number of days from the beginning of the year),  
b – abscissa axis is the spawning end (number of days from the beginning of the year), c – spawning duration (number of days),  

d – the water temperature at the time of start time spawning (ºC), the ordinate is the density of distribution  

Discussion  
 

The phenological rhythms of life dynamics of species is a form by 
which ecological systems reach stability of. Phenology affects nearly all 
aspects of ecology and evolution (Forrest & Miller-Rushing, 2010). To be 
successful, living organisms must coordinate their life cycles. Such coor-
dination is the result of long evolutionary processes, and the the oscillatory 
processes in the environment are a regulatory factor (Bondarev et al., 
2020; Fedushko et al., 2021). The ability to receive information from 
environmental factors to correct the rate of various stages of the life cycle 
is due to the regular repeatability of the rhythmic regimes of the environ-
ment. During the period of research we found that the average annual 
temperature does not affect the spawning time of S. erythrophthalmus. 

Therefore, the increasing temperature trend observed for the period 1998–
2018 does not affect the spawning time. However, this is not a reason to 
argue that global climate change does not affect spawning dynamics. 
Understanding of the mechanisms of influence of climatic regimes on 
spawning phenology requires the identification of temperature fluctuation 
patterns during the year. We have established that such temperature pat-
terns exist, but their characteristics do not fit into the traditional concepts of 
the hierarchy of oscillatory phenomena in living nature. The influence of 
oscillatory processes of different frequency is known: these are cycles of 
solar sunspot activity (Marques et al., 2015), annual cycles (circannual) 
(Gwinner, 1986), seasonal cycles, monthly cycles (circalunar) (Bondarev 
et al., 2018), half-monthly cycles (semi-lunar), tidal (circatidal) (Goto & 
Takekata, 2015; Raible et al., 2017), circadian cycles (Bulla et al., 2017). 
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To describe the spawning rhythm of S. erythrophthalmus we focused on the 
search for rhythmic processes in the range from a year to several days. 
We identified three groups of temperature oscillatory processes that take 
place during the year: broad-, medium- and detailed scale patterns. 
The temporal patterns within each group are qualitatively similar and the 
difference between them is mainly in phase shift. The most significant fea-

tures of oscillatory dynamics cover the winter and spring periods of the year 
and such processes are reflected in fish spawning. The high frequency 
process, which covers autumn and winter events, had no significant impact 
on spawning events. Obviously, the rate of maturation of sexual products of 
S. erythrophthalmus depends largely on the rhythm of temperature during 
winter and spring, which affects the readiness of fish for spawning.  

Table 2  
The dependences of start, end, and duration of spawning of Scardinius erythrophthalmus and water temperature at the time  
of spawning on biotope type, temporal temperature patterns according to GLM-procedure (standardized regression coefficients ± SE)  

Predictors Start of spawning, 
 R2

a = 0.66, P < 0.001 
End of spawning, 

 R2
a = 0.72, P < 0.001 

Duration of spawning, 
R2

a = 0.53, P < 0.001 
Water temperature at the time of 
spawning, R2

a = 0.51, P < 0.001 
Broad-scale temperature patterns 

RDAb 1 – – – – 
RDAb 2 –0.22 ± 0.09 – 0.41 ± 0.11 – 
RDAb 3 –0.41 ± 0.09 – 0.41 ± 0.11 – 

Medium-scale temperature patterns 
RDAm 1 – – – – 
RDAm 2 –0.17 ± 0.07 – 0.18 ± 0.08 –0.20 ± 0.08 
RDAm 3 – – – –0.33 ± 0.16 

Fine-scale temperature patterns 
RDAf 1 – –0.22 ± 0.10 –0.35 ± 0.13 – 
RDAf 2 –0.32 ± 0.11 – 0.46 ± 0.13 –0.33 ± 0.13 
RDAf 3 – – – – 

Annual sinusoidal patterns 
Temp* – – – – 
A** 0.39 ± 0.15 – –0.38 ± 0.15 – 

Phi*** – –0.26 ± 0.10 –0.26 ± 0.11 – 
Biotope types (Biotope 4 as reference) 

Biotope 1 0.36 ± 0.08 0.38 ± 0.07 – – 
Biotope 2 –0.66 ± 0.08 –0.93 ± 0.07 – –0.36 ± 0.10 
Biotope 3 0.51 ± 0.08 0.52 ± 0.07 – 0.52 ± 0.10 

Note: Temp* – average annual temperature; Biotope 1 – Nikolaev system of water bodies; Biotope 2 – Protoch River system and Obukhov floodplain; Biotope 3 – channel of 
the Dnipro River; Biotope 4 – water bodies of the Taromske ledge.  
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Fig. 12. Dependence of the onset time (a), the end (b) of spawning, spawning duration (c), water temperature at the time of spawning (d)  
on the type of biotope (mean and 95% confidence interval): 1 – Nikolaev ledge; 2 – Obuhovskiy floodplain, mouth of the Orel River;  

3 – the Dnipro bed; 4 – Tarom ledge  

The minimum water temperature of 14 ºC determines the lower 
boundary at which spawning is possible in the studied water bodies. In the 
northern parts of the range, spawning is possible at lower temperatures 

(Boznak, 2008), while in the southern parts it is possible to spawn at hig-
her temperatures (Tarkan, 2006). The onset of critical water temperature 
does not guarantee that spawning will start: spawning may occur at tem-
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peratures as low as 18.4 ºC. In terms of time, this range, when spawning 
may occur, but does not, can cover 27 days. Critical water temperatures 
are different for different bodies of water, which also indicates the external 
regulation of spawning time.  

The extracted patterns have a specific form, which fully manifests it-
self in the course of a year and can therefore be formally attributed to 
circannual cycles. However, the selected patterns are most sensitive to 
temperature changes over a period of time much shorter than the duration 
of the year. By their nature, these patterns have a complex hierarchical 
structure as a result of a combination of oscillatory processes of different 
frequency. In addition, the manifestation of these patterns is different from 
year to year. It is quite possible that long-term dynamics of degree of 
manifestation of temperature patterns of different scale has its own regu-
larity of higher scale level.  

The features of the pattern shape allow a meaningful interpretation of 
the nature of the influence of temperature regimes on spawning phenolo-
gy. Thus, the time of occurrence of abrupt changes in temperature in Feb-
ruary or December has a significant impact on the start date of spawning. 
Sharper relatively warmer weather and a sharp cooling in these months 
contribute to the earlier onset of spawning. Temperature fluctuations in the 
mean scale range during the period December to mid-January affect the 
start of spawning. The end time of spawning is characterized by a lower 
level of variation, so the variability in the duration of spawning depends 
more on the time of beginning, rather than end of spawning. Obviously, 
the values of regression coefficients for spawning time duration are oppo-
site to the values of regression coefficients for spawning start time. 
Our results are in agreement with other studies. The spawning events of 
the white bream (Blicca bjoerkna) were explained by temperature varia-
tion of the current year up to the spawning event and by temperature varia-
tion in the preceding year. Climatic factors presented by the principal 
components were shown to have a significant explanatory power to de-
scribe the events of spawning of Prussian carp. Rapid warming in spring 
in combination with higher precipitation than normal can stimulate earlier 
spawning of this species (Zhukov et al., 2019).  

The phenology of spawning events will take over from the rhythm of 
oscillatory processes of temperature change of different frequency 
throughout the year. The modeling of the phenological sequences is very 
important for enabling ecological forecasts in light of future climate 
change (Morisette et al., 2009). Global climate change is manifest not only 
in changes in mean annual temperature, but also in changes in the rhythm 
of natural processes during the year. Therefore, one of the mechanisms of 
influence on phenology of biological phenomena can be the variability of 
hierarchy of oscillatory processes of temperature regime.  

The results obtained indicate the importance of conducting phenol-
gical studies in protected areas. Multi-year research provides information 
on the dynamics of environmental processes to clarify the role of global 
climate change with the possibility of creating long-term forecasts. Pheno-
logical research is conducted without removing animals from their habi-
tats, which is especially important for research work within protected 
areas. The results lead to the question: are there regular patterns of varia-
tion in other climate indicators, such as precipitation? In the future, we 
plan to investigate the role of precipitation in fish spawning phenology.  
 
Conclution  
 

The annual course of temperatures can be decomposed into a sinu-
soidal trend, patterns of multiscale nature and a random fraction. 
The sinusoidal trend explained 78.3–87.6% of temperature variation. 
Sinusoidal trend depends on the average annual temperature, amplitude of 
temperature fluctuations during the year and earlier or later the seasons of 
the year (phase shift). Amplitude and phase shift play a role in describing 
spawning phenology. In the time range studied, the trend of average an-
nual temperature increase was not statistically significant for spawning 
events. dbMEM variables were able to explain 72.7% variation of the 
sinusoidal trend residuals. This variation can be fractionated into broad-, 
medium and fine-scale components. Spawning start time was most sensi-
tive to different scale temperature patterns. The greatest influence on 
spawning was made by oscillatory phenomena of the temperature regime 
in winter and spring before the start of spawning. Water temperature de-

termines the lower possible limit of spawning start, but the real spawning 
start is determined by the preceding temperature dynamics.  
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